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深度学习在地震监测预报中的进展[[1]](#footnote-0)\*

贾漯昭1，孟令媛2♣，闫 睿1

（1.河南省地震局，河南 郑州 450018；2.中国地震台网中心，北京 100045）

摘要：对深度学习的方法原理及主流的前馈神经网络、卷积神经网络、循环神经网络、Transformer网络、自编码器、生成对抗网络以及深度强化学习网络等进行了介绍，讨论了不同网络的适用领域。从震相拾取、震相关联、地震定位与事件检测，地震信号和地震事件的分类，地震预测预报等方面对近年来深度学习方法的应用技术进行了提炼总结，综述了深度学习方法近年来在这些工作中的应用进展，讨论了当前常见深度学习方法在地震监测预报领域中的主要应用方式和优势特点及解决的主要问题。总结了深度学习方法在地震监测预报领域中现阶段存在的应用局限性的后续发展方向，为深度学习方法在地震监测预报工作中的应用提供了参考。
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# 0 引言

近年来，伴随着人工智能相关技术的高速发展，以深度学习为代表的机器学习相关技术在地震学领域的应用迅速增加。深度学习已经被广泛应用于地震事件自动检测和识别(Lomax *et al，*2019; Perol *et al*, 2018)、地震事件分类器（Chen *et al*,2020; Jia *et al*,2022;隗永刚等,2019; Aden-Antoniow *et al*,2022; Linville *et al*,2019）、地震预测（Jasperson *et al*，2021; Shreedharan *et al*，2021；Rouet-Leduc *et al*，2017；石耀霖等，2022；Ma *et al*，2022）等，并且取得了一定的成果。

事实证明，深度学习相关算法在地震学中的应用非常理想，一方面是长期的地震观测业务工作中积累了大量的标记数据集（Mousavi *et al*,2022b；Linville *et al*,2019），比如由专业的地震编目人员精心标注而成的地震目录，这些目录不仅包含准确的地震坐标，还包含地震事件类型等参数。这些数据为监督学习方法提供了前提条件，也为无监督学习方法提供了必要的测试要素。另一方面，许多地震数据都有明确的格式和组织方式，例如地震震相报告、地震事件波形、连续地震观测波形等。地震学的重要任务之一就是从这些数据中提取特征总结规律。特征提取的过程一般是计算密集型任务。深度学习算法中采用的反向传播算法，模型训练时常用的卷积操作等（Goodfellow *et al*，2016）都耗费巨大的算力，这些计算密集型任务随着图形处理器（GPU）在计算领域的高速发展，使原本需要耗费大量时间和资源才能完成的计算任务变得简单。

Bergen 等（2019）撰文展示了机器学习在地球物理数据上的发展和应用潜力，认为机器学习可以用于地震数据自动化处理、建模和反演、发现地震数据固有规律等方面的研究，通过机器学习可以帮助科学家更好地理解地球动力学过程。Yu和Ma（2021）总结了深度学习在不同的地球物理任务中的应用，如地球物理勘探、地震数据处理、地震数据成像、地震资料解释与分析，指出使用半监督和无监督学习、迁移学习、多模态深度学习等深度学习方法在地震学中的应用具有潜力。近年来基于深度学习技术的地震学研究正在快速增长，Mousavi等（2022a）在《科学》杂志撰文指出近几年深度学习在数据处理，正演问题，反演问题、数据分析等方面取得了巨大的进展，但作为科学发现的通用工具，深度学习仍处于起步阶段，基于物理且可解释的深度学习是未来的发展方向。

# 1 方法概述

深度学习(Deep Learning，DL)是机器学习（Alpaydin，2020；Jordan, Mitchell,2015；Singh *et al*, 2021；Hinton，Salakhutdinov,2006）领域的一个分支，是一种能够从数据中自动学习任务表征的机器学习方法，按照其应用方法可以分为有监督学习和无监督学习两大类，有监督学习通过有标注的训练数据对模型进行指导解决具体问题，无监督学习则是在没有标注数据的情况下，通过寻找数据中内在结构和特征来学习数据规律。

深度学习方法核心原理是通过多层非线性变换来逐层提取数据的高级抽象特征，其通过构建深层神经网络来学习数据的内在特征（LeCun *et al*, 2015;Goodfellow *et al*，2016），通常深度学习神经网络由多个层次的神经元组成。每个神经元接收来自上一层的输入，通过非线性的激活函数对输入进行变换，而后将变换后的结果传递给下一层。每一层神经元都可以学习到不同的特征表示，而深层网络可以通过组合这些特征来学习到更加复杂和抽象的特征，从而实现对复杂模式的建模和预测。

在深度学习训练过程中通常使用梯度下降算法来最小化预测结果与真实结果之间的误差。通过反向传播算法计算每个神经元对误差的贡献，并根据贡献的大小来更新神经元的权重，从而逐步优化网络的性能。

深度学习可以用于地震数据处理和分析。传统的地震数据处理方法通常需要人工干预和专业知识，而深度学习可以通过自动学习和特征提取减少人工干预，在一定程度上提高数据处理效率。深度学习的准确性受模型结构、训练数据、算法优化等因素的影响。在实际应用中，需根据具体问题选择合适的深度学习方法，并对模型进行调参和优化，以提高其准确性和鲁棒性。在应用深度学习时，地震专家仍然需要参与到数据的处理和分析过程中，以保证数据处理过程正确。深度学习与传统的机器学习方法，如逻辑回归、决策树、支持向量机等相比，具有特征提取不需要手动设计，容易处理大规模数据，更强的非线性拟合能力、更高的扩展性等优点(Goodfellow *et al*,2009,2016)。

深度学习中常用的基本网络结构包括前馈神经网络（Feedforward Neural Network，FNN）、卷积神经网络（Convolutional Neural Network，CNN）、循环神经网络（Recurrent Neural Network，RNN）（图1）。此外，还有自编码器（Autoencoder，AE）、生成对抗网络（Generative Adversarial Network，GAN）、Transformer等网络结构。它们可以使用FNN、CNN、RNN等基本结构来构建。另外，强化学习（Deep Reinforcement Learning，DRL）也是一种与深度学习结合广泛的方法，以下分别介绍。

前馈神经网络（FNN）是深度学习方法的最初版本，由Rosenblatt（1958）提出，其网络从输入层直接映射到输出层，前一层的输入连接到下一层的每个单元，不进行反向反馈。只包含多个全连接层的前馈神经网络称为多层感知器(Multilayer Perceptron，MLP),是最常用的前馈神经网络类型。FNN常用于分类、回归等任务中。

卷积神经网络（CNN）早期主要用于处理图像和视频等数据（LeCun *et al*, 2015），其包含卷积层、池化层和全连接层等，是深度学习使用最广泛的网络结构。卷积神经网络（CNN）通过卷积操作在输入数据上提取特定的特征信息，池化操作减少数据维度，通过反向传播算法和梯度下降等优化方法以及最小化损失函数来学习模型参数。在这个过程中实现自动化提取数据中的特征和模式，实现分类、回归等任务。在地震监测中，卷积神经网络（CNN）常用于处理地震波形数据，用以提取波形特征。其特点是可以通过卷积层对地震数据进行降维，特征自动提取，有效提升这类任务的效率和准确率。

循环神经网络（RNN）用于处理时序数据的神经网络（Elman，1990），在不同时间片段间传递信息，网络的输出或隐藏状态被用作循环中的输入，在语音识别和自然语言处理等领域应用广泛。作为循环神经网络的一种变体，长短时记忆网络也取得了较大的影响（Long Short-Term Memory，LSTM）（Hochreiter，Schmidhuber,1997），它是一种特殊的循环神经网络，能够在处理长序列时避免梯度消失和爆炸问题，使得模型能够更好地保留长期记忆。在地震学中，RNN可以用于处理地震事件序列数据，并建立时间上的关联性。

Transformer网络是针对数据序列建模的神经网络模型（Vaswani *et al*，2017），其主要特点是引入了自注意力机制（Self-Attention Mechanism）来建模输入序列中的长距离依赖关系，避免了传统的循环神经网络（RNN）中梯度消失等问题。近年来，Transformer在机器翻译，文本生成，自然语言处理（NLP）等方面成果显著，如最近自然语言处理领域大获成功的ChatGPT（Radford *et al*，2019）。在地震学中，已经证明其可以应用于地震事件检测，震相提取等工作（Mousavi *et al*，2020a）。

自编码器（Autoencoder，AE）是一种应用于无监督学习的神经网络模型（Hinton，Salakhutdinov, 2006），通过对数据进行压缩和解压缩，学习数据中的主要特征，对数据降维后用于回归或者分类任务，常见于图像、音频和视频信号的降噪和压缩编码。可以用于降维和特征提取。在地震学中，自编码器（AE）可以用来对高维地震数据进行降维和特征提取。

生成对抗网络（GAN）是由一个生成器和一个判别器组成的神经网络模型（Goodfellow *et al*, 2014），使用低维随机向量从生成器生成样本，然后由鉴别器将样本分类为真或假。一般用于生成逼真的虚拟数据，如图像、视频等，近年也用于提取特征，从而进行分类或者目标检测。在地震学中，GAN可以用于生成合成地震波形数据或增加其他类型的样本数据。

深度强化学习（Deep Reinforcement Learning，DRL）结合了深度学习和强化学习的方法，使用深度学习网络进行特征提取，加入奖励机制从而影响神经网络整体决策，能够在未知环境中实现端到端的学习和控制，常用于游戏、机器人控制等领域（Mnih *et al*, 2015）。Google旗下的DeepMind公司的Alpha Go(Silver *et al*,2016)和Alpha Zero(Silver *et al*,2017)在围棋领域取得突破，战胜人类顶尖围棋选手即使用类似技术。利用其机制，在地震学中可用于地震预报等相关工作。

图1 常见深度神经网络（DNN）示意图（据Yu和Ma,2021改）

Fig.1 A schematic diagram of a Deep Neural Network (DNN)（modified from Yu, and Ma，2021）

除了以上常见的深度学习网络结构以外，另外一些神经网络结构变体也在深度学习领域中取得了很好的应用效果。比如Variational Auto-Encoders（VAE)被应用于地震震源谱的生成方面（Ma *et al*，2022）。深度学习领域的新宠（Graph Neural Networks, GNN），能够处理处理非规则化数据，在地震波形反演，地震事件分类识别方面都有进展（Bilal *et al*,2022;Zhang *et al*,2022）。不同种类的深度学习方法适用于不同的任务和数据类型，恰当的方法可进一步提高模型性能。

# 2 应用与发展

目前我国地震监测预报工作包括地震速报编目和地震预报等。随着深度学习方法的有效实施，这些领域都取得了飞快速发展，以下进行介绍。

## 2.1 地震速报编目

在基于深度学习的地震监测工作流程中，通常先通过相关深度学习算法进行地震震相的识别检出，再通过震相关联算法把震相联合到一个地震事件上，对地震定位处理形成自动化的地震目录。在这个过程中，涉及震相拾取，震相关联，地震定位与事件检测，地震波形分类等工作。

（1）震相拾取

震相拾取是深度学习在地震领域成功应用的一个方向，基于深度学习的地震初至波识别检测发展方法较多，深度学习到时拾取算法可以克服传统类似方法的一些缺点。这类方法通常首先检测出初至P波或S波，Mousavi等（2019b）、Withers 等（1998）、Yoon 等（2015）、Zhu和Beroza（2019）都提出了很好的初至波提取方案。

Zhao 等（2019）、Zhou 等（2019）在使用足够大的训练集的条件下，已经实现比STA/LTA更高的准确性和分类精度。同时进行震相拾取和地震事件检测可以进一步提高两个任务的准确性（Mousavi *et al*，2020a；Zhou *et al*，2019）。其他学者如Perol等（2018）、Hu 等（2019）、Wang等（2021）、张逸伦等（2021）、李辉峰等（2006）的研究也取得的很好的应用效果。

Ross等（2018）开发了用于自动P波拾取和初动识别的卷积神经网络（CNN）网络，并使用美国南加州地震台网（SCSN）2000—2017年的地震数据进行了检测（图2），震相识别精度达到了专业人员水平。这也是地震震相拾取的典型网络结构。

图2 使用卷积神经网络确定P波与初动（据Ross 等，2018改）

Fig. 2 P wave arrival picking and first-motion polarity determination with deep learning（modified from Ross *et al*，2018）

Zhu和Beroza(2019)基于U-Net神经网络提出了到时震相拾取方法PhaseNet,该方法使用三分量地震波形作为输入，输出为P,S波到时以及噪声概率，该方法推出后应用较为广泛。PhaseNet在设计和训练过程中以地震事件为中心, 可以在单一地震波段完成震相到时拾取, 但在连续波形上进行震相识别时需要进行窗口截取等操作。赵明等(2019)尝试将PhaseNet震相拾取模型用于连续波形。尹欣欣等(2022)将PhaseNet模型应用于2013年岷县*M*s6.6余震检测中,在微震检测上对比了人工方法和深度学习方法,证明深度学习方法在中小地震事件检测中具有较强的鲁棒性。

Wang 等(2019)基于残差网络设计了深度学习方法PickNet来自动拾取更多的局部地震的P波和S波到达时间，并给出了参考应用，说明其结果可以直接用于地震层析成像。对PickNet少量改动即可应用于其它震相（如PmP、SmS和PKiKP）的拾取。Mousavi等（2020a）提出了用于同时进行地震事件检测和震相拾取的全局深度学习模型EQTransformer，它由一个非常深的编码器和三个单独的解码器组成，通过使用分层注意力机制检测地震信号，并在近震（<300 km）记录中拾取首个P和S震相（图3）。它与PhaseNet，PickNet有相似的功能，在震相拾取方面各有千秋。

图3 EQTransformer网络结构示意图（据Mousavi等，2020a修改）

Fig. 3 The EQTransformer network architecture（modified from Mousavi *et al*，2020a）

Zhou等(2019)将地震波形看作有前后关联的时间序列数据, 利用循环神经网络（RNN）对时间序列不同阶段变化作出预测, 并根据每段开始的时间拾取震相。李薇薇等（2021）通过U-Net深度神经网络，将震相拾取问题转换为二值分类问题。陈德武等（2020，2021）通过使用多个卷积块的残差连接替代跳跃连接的方式，改进U-Net网络结构，使用多道观测数据解决微弱信号在低信噪比中震相拾取准确率低的问题。郑晶等（2018）提出基于 S 变换和深度信念神经网络的地震波到时拾取方法，对原始数据进行 S 变换，提高小数据量样本的识别效率。周创等(2020) 使用深度卷积对抗神经网络(DCGAN)，选取初至时刻后含波峰的半波长数据作为初至特征加入训练，将噪声数据与含初至震相的数据输入生成器与判别器进行训练。Zheng 等( 2018) 提出基于深度递归神经网络的初至拾取算法，通过在原始数据集中加入随机噪声的方式达选择任务转换为序列标记任务。刘芳等（2020）基于U-Net网络提出了识别P波和S波的震相拾取方法（APP）应用于地震台阵。李健等（2020）使用地震震相拾取的多任务卷积神经网络结构，利用美国南加州地震台网的200万条震相和噪声数据进行训练，利用迁移学习和数据增强将训练模型应用于东北地区地震台网，震相识别率达84.5%。

（2）震相关联

震相关联是地震事件自动检测的关键流程，它将不同地震台站记录到的同一个地震的震相联系在一起从而确定地震事件，是形成地震目录的基础。Ross等（2019）基于递归神经网络（RNN）提出了一种无网格震相关联的深度学习方法（PhaseLink）。一旦确定震源，该方法就可以对附近的所有震相进行快速反向投影，从而关联到该事件的识别震相。

学者在使用深度学习进行震相关联的类似研究都各有特点（Draelos *et al*，2015；Yeck *et al*，2019；Zhang M *et al*，2019；Zhu, W *et al*,2022a）。在震相关联上使用深度学习方法可以高精度、高召回率地利用其特征提取能力，结合大量标记好的数据集，提高了地震事件检测的准确性和效率。

（3）地震定位与事件检测

许多中小地震甚至微震事件，可能体现更多的地震活动规律，但传统的地震检测手段对微震事件检出率相对较低。使用深度学习方法，可以提高对以往难以检测到的小地震事件的检测能力。对历史地震连续波形使用深度学习方法地震事件检测可以为地震科学家研究地震活动规律提供更多有价值的信息。

深度学习应用于地震事件的自动检测和定位，可减轻使用传统的人工地震定位方法（孔韩东等，2017）开展地震速报和编目的负担。近几年基于应用深度学习方法的地震定位方法发展较快，比如Perol等（2018）开发了卷积定位网络 (ConvNetQuake），使用监督学习的方法将地震定位转化为分类问题，并在美国俄克拉荷马州进行地震定位以及地震活动性研究，其模型的地震事件检出准确率为74.5%。Lomax等（2019）改进了其方法（ConvNetQuake\_INGV），使该卷积神经网络的地震事件检出准确率提升至87%。

一些学者利用深度学习技术对地震事件进行自动检测和定位，提高了检测和定位的准确性，如Wiszniowski等（2014）开发了一种使用递归神经网络（RNN）的实时地震检测算法。Perol等（2018）、Wu 等（2017,2018）;Zhu和Beroza，（2019）使用深度学习的不同网络架构应用于自动地震事件检测和震相拾取。Mosher和Audet（2020）、Xiao等（2021）、Feng 等(2022）结合Transformer网络架构（Saad *et al*，2021），级联神经网络架构（DCNN）(Majstorovic *et al*,2021）及迁移学习（Lapins *et al*，2021）改进了深度学习地震监测方法，进一步提高了深度学习地震检测的鲁棒性和泛化能力，同时减少了需要的数据样本量。

Kriegerowski等（2019）直接使用多台站的三分量地震波形数据训练卷积神经网络,应用于地震定位。Kail等（2021）将循环神经网络与卷积神经网络相结合设计了地震定位的新方法应用于日本地区。Janbakhsh等（2019）将循环神经网络（RNN）、自编码器(AE)与卷积神经网络(CNN)相结合,提出 CNN+AE+RNN 的方法,完成了地震检测、震级预测和震中距测定工作。

Mousavi等（2020c）提出了由两个深度贝叶斯神经网络组成的地震定位方法，其中一个网络用于预测P波走时和震中距，另一个网络用于预测反方位角。P波走时、震中距、反方位角都取得了较高精度。

传统的地震定位很大程度上依赖于速度模型，容易受到震相拾取不准确的影响（孔韩东等，2017）。Zhang 等（2020）开发了一种方法，使用多个地震台站的全波形进行输入，适用于中小地震（*M*L<3.0）直接输出定位结果，该方法对信噪比要求较低。

赵明等（2021）应用震相识别和震相关联技术对2019年6月17日四川长宁*M* S6.0地震震中附近21个地震台站震前半个月的连续波形进行处理，获得的地震目录数量是人工地震目录的8倍以上，同时监测能力下限也提升至*M*L1.0左右，揭示了长宁 *M*S6.0主震所发生的区域震前异常频繁的微震活动以及与区域内盐矿注水井的关联性。

Mousavi等（2019c）基于深度神经网络的CNN和RNN的组合设计了地震检测器（CRED）,CRED使用卷积层和双向长短时记忆单元的组合结构，在残差结构中进行检测，其检测到的最小地震低至*M*L1.3。

Chen（2022）将深度学习震相检测器EQTransformer（Mousavi *et al*，2020a）应用于海底地震仪（OBS）的观测数据，并使用快速地震关联和定位（REAL）算法关联检测到的震相（Zhang *et al*，2019），再通过反演（Klein，2002）和HypoDD程序完善震源位置（Waldhauser，Ellsworth，2000），发现了超过1 975次地震，从而对马里亚纳海沟最南端深处的构造结构有了新的认识。作者还对比了EQTransformer与PhaseNet（Zhu，Beroza，2019）在震相拾取上的优缺点。

Cianetti等（2021）和Münchmeyer等（2022）比较了 (Generalized Phase Detection，GPD)和EQTransformer等常见模型识别地震事件的能力，展现了不同场景下的算法表现，并特别测试了他们在训练集之外数据的泛化能力，给出了各种模型的应用要点。

Zhou等（2022）基于深度学习方法开发了一种地震检测和地震定位的方法 (Phasepicking,Association,Location,and Matchedfilter，PALM),可直接快速生成高质量的地震目录。另外，深度学习还可以帮助单台信号估算地震位置和震级（Mousavi，Beroza，2020b,2020c）。Zhu W等（2022b）开发了用于联合震相选择和关联的端到端架构识别P和S波到时，之后通过聚合多个测震站点提取到的波形特征关联和监测地震事件。其算法在斯坦福地震数据集 (STEAD)和2019年加州里奇克雷斯特地震序列上进行了评估。

Yoon等（2015）; Bergen和Beroza,（2018）; Rong 等（2018）采用无监督模式挖掘方法进行地震检测，使用快速相似性算法搜索连续波形数据中的相似或重复的地震信号。这类方法支持多个测震站点，并可处理长达10年的连续数据。苏金波等(2021)使用深度学习方法进行了高分辨率地震目录生成。Dahmen等（2022）基于深度学习网络提出了用于检测火星地震和去除噪声的检测器。他们的方法基于三分量地震数据进行自动事件检测和去噪，可以检测到大约60%手动编目未发现的地震事件。

（4）地震信号与事件分类

采用深度学习方法在地震信号和事件识别分类中也表现出优于经典方法的能力，包括从爆炸和其他来源中区分地震、从背景噪声中分离地震信号、地震事件聚类等等。

Magaña-Zook和Ruppert（2017）使用长短期记忆（LSTM）网络，区分自然地震活动与爆炸。Li等（2018）在地震预警系统中使用美国南加州和日本的30万个地震波形生成对抗网络（GAN）获取地震波的P波特征，在此基础上使用随机森林分类器将地震事件区分为地震信号或是噪声。Meier等（2019）使用深度卷积网络识别噪声与信号，精度可达99%以上。Mousavi等（2019b）开发了在强噪声环境下区分地震信号的方法。

陈润航等（2018）对原始地震波形划分窗口提取梅尔频率倒谱系数作为特征构建神经网络进行地震事件的分类识别。隗永刚等（2019）基于深度学习技术中的残差网络模型,提出了爆破识别方法。Chen等(2020)使用无监督模糊聚类方法将连续波形分为波形点和非波形点，证明了其方法在中等强度噪声的条件下优于长短期平均（STA/LTA）方法。Kim等(2021)对比了使用随机森林和卷积神经网络中有监督的分类方法和无监督分类的K-Medoids聚类方法在微震数据集的应用，达到了同级别的准确率。Linville等（2019）在三分量和单通道传感器90秒事件频谱图上使用RNN和CNN来区分工业爆破活动（例如采矿或采石爆炸）和天然构造地震，探讨了不同的特征提取方法对分类器性能的影响。Chen 等（2019）提出了高噪声环境下的CNN架构用于地震事件波形分类方法和一种将CNN与k-means聚类（CNN-KC）相结合的到时拾取方法，证明CNN模型的性能比MLP表现更好，而CNN-KC在到时拾取方面也优于k-means聚类，特别是对于噪声水平较高的微震数据。

Jia 等(2022)设计了三种深度学习分类器对地震事件进行实时分类（图4），将地震事件实时分类为地震、爆破、塌陷等。并详细对比了串联、并联以及残差深度学习网络在使用上的优缺点，其设计的深度学习分类器在中国区域地震台网实验精度均超过90%。

图4典型地震事件识别分类深度学习网络示意图（据Jia等，2022修改）

Fig. 4 Typical earthquake events classification deep learning network（modified from Jia *et al*，2022）

## 2.2 地震预测

地震预测是地震监测预报领域的重要工作，也是深度学习方法在地震学中的重要应用领域。深度学习方法将不同类型的地球物理观测数据和地震活动联合分析，结合已知的地球物理约束，可以提高地震预测的准确性和可靠性，也可以帮助地震学家更好地理解和描述不同类型的地震事件的震源特征。Mignan等(2020)指出，近年来在地震监测预报领域将深度学习网络应用于地震预测的研究逐渐大幅增加，并且用于地震预测的深度学习神经网络结构逐年愈加复杂。

目前我国的地震预测工作划分为长、中、短临不同的预测时段，短临阶段的地震预测减灾效果最大，地震短临异常也是地预测预报是否成功的关键（张肇诚，张炜，2016）。在1975年2月4日海城地震中，主震发生前几个月至几小时的前震活动，被认为是可信的测震学异常前兆（Wyss，1997）。

在地震预测方面，深度学习方法结合地震目录的完整时空结构，利用深度卷积的自动特征提取能力及其学习动态数据的潜力为地震可预测性提供新的认识，一些例子已经说明其方法有效性高于传统的经验方法。

在实验室地震预测方面，Fieseler等（2022）将无监督稀疏回归模型应用于对与不同开裂机制相关的声发射信号进行分类，并建议使用重建精度作为分类指标。通过将神经网络的注意力集中在具体特征、断裂载荷模式（Song *et al*，2022）和断裂饱和度（Nolte，Pyrak-Nolte，2022）方面，成功实现了实验室地震的预测（Jasperson *et al*，2021; Shreedharan *et al*，2021）。

Panakkat和Adeli（2007）在十几年前就构建了一个人工神经网络（ANN）系统，根据地震活动性指标（如自上次事件以来经过的时间、过去事件释放的能量以及古登堡-里克特关系的参数）预测未来几个月的大地震事件。该系统在美国南加州和旧金山湾地区的地震活动中得到了一定程度的成功应用。

Panakkat和Adeli（2009）基于循环神经网络（RNN）的方法提出了预测地震位置和发震时刻的方法,其将研究地区细分为多个小区域,用记录到的地震事件数据训练循环神经网络,使得网络具备预测地震位置的能力。Mirrashid(2014)使用了三种ANFIS算法（网格划分、子活动聚类和模糊C-均值）来预测伊朗的地震并获得了大约0.95的相关系数,预报效能极高，但作者使用了1 958个数据样本进行模型训练，可能存在数据过拟合，泛化能力低的问题。Last等(2016)使用机器学习相关技术来预测最大地震事件的震级，使用ROC曲线进行评估，其*AUC*值为0.7。说明改方法在地震预测上具备一定的预测效能。

Asencio-Cortés等(2017a)使用主成分分析（PCA）来降低地震目录特征维度，并成功应用于地震预测。作者还对比了人工神经网络，朴素贝叶斯，支持向量机，决策树、随机森林、K近邻等方法，在他的实验中人工神经网络取得了最佳的预报效能。Asencio-Cortés *et al*（2017b)又提出了一种基于人工神经网络的方法（EQP-ANN）的地震预测器，将地震震级预测转化为适合建立基于机器学习的比较的分类问题，并应用于预测东京中大型地震震级，这说明了基于神经网络的地震预测方法适合地震预报工作。

Field等（2017）基于概率预测提出了长短时间自洽的UCERF3地震预报模型，Shcherbakov等（2019）将贝叶斯网络与极值理论相结合，通过研究过去的地震活动来计算大震的预测分布，评估发震概率。石耀霖等（2022）运用机器学习方法中的长短时记忆神经网络（LSTM）对川滇地区进行了地震中期预报，准确率为70.2%。

Seydoux等（2020）使用无监督深度学习方法识别数据中的模式，并应用于地震波形数据，揭示了2017年格陵兰岛大规模破坏性滑坡和海啸之前的前兆信号。Ida和Ishida（2022）使用无监督学习的AI技术-自组织图（SOM）分析了地震活动的时间和空间分布，以日本北部、中部东北地区和关东地区适当划分的空间段的地震目录进行测试，从地震目录的分布中找出大地震和较小地震之间的关系，证明了此类机器学习方法是提取地震状态隐藏规律的有力工具，适用于地震预测。

DeVries等(2018)采用深度学习方法，使用超过13万个主、余震对，训练神经网络用于预测余震位置，预测效能达到0.849，且其方法具有较好的可解释性。Ma等(2022)使用深度变分自编码无监督机器学习方法，推导了来自3 675个*M*W>5.5全球地震的震源谱，表明深度变分自编码方法可能揭示大型和高维地震数据的隐藏特征。

Zhu等(2021)设计了一种用于强化学习的神经嵌入时空网络（NEST）,对比了ETAS算法模型（Ogata，2017），并使用美国密苏里州新马德里发生的4次地震及其余震作为研究对象，说明了离散地震事件作为训练数据和模型生成数据之间的经验分布之间的差异。证明了基于强化学习的神经网络方法在捕捉空间信息，呈现复杂的空间相关性、可解释性和计算效率方面的优势。

这些例子说明了以深度学习为代表的相关数据分析技术在地震预报领域中的潜力，也说明新一代的精细化地震目录为地震预报工作带来了新的转机。但使用机器学习相关方法预测地震需要考虑训练样本数据量以及当地地质结构特点。不能盲目迷信高准确度，避免陷入过拟合与低泛化或者无法泛化的陷阱中。

2.3 其它应用

深度学习方法已经在地震监测预报各个方面都取得了较好的进展。有学者使用深度学习方法改进地壳接收函数计算效率等方面（Wang *et al*，2022；李志强等，2021；杨庭威等,2022；甘露等,2021）。在地震矩张量反演（Steinberg *et al*，2021）、层析成像（Araya-Polo *et al*，2018），都取得了良好的效果。

3 结论与讨论

本文介绍了深度学习方法背景和常见深度学习网络结构，概述了近年来利用深度学习方法在地震监测预报领域的发展及研究成果，讨论并总结了深度学习方法的值得注意的方面与应用展望，得到以下结论：

（1）深度学习方法在地震监测预报领域的应用已经得到了广泛的关注和研究，通过已有的深度学习地震监测预报应用，为地震学家处理高维、海量、复杂的大规模地震观测数据提供了新的思路和方法。通过深度学习的高效计算和特征提取能力，也将帮助人们更好地理解地球内部结构和物理过程，并提高对自然灾害的预警和响应能力。

（2）随着深度学习方法与地震监测预报的深度融合，未来在地震信号识别、发震机理探索，地震预测预报、地震数据解释等方面可能会取得进一步的发展。基于深度学习的地震学方法已被证明比传统方法更有效和准确（Qin *et al*，2022；Zou *et al*，2022）。

目前，深度学习在地震监测预报领域仍然存在以下需要解决的问题：

（1）在数据过拟合方面，处理复杂地质结构和非线性效应时，深度学习模型可能会出现过拟合或欠拟合等问题（Li *et al*,2023）。尤其是深度学习网络过于庞大时，网络参数数量甚至远远大于训练样本数量，这将不可避免地带来模型过拟合，泛化能力差等问题（Jia *et al*,2022）。需要进一步研究和发展新的算法和技术来克服这些挑战。

（2）在数据方面，深度学习模型通常需要大量的训练数据进行拟合和优化，而通常有标注的地震数据有限，而且有些数据受到观测环境干扰，数据质量不达标。这就需要对地震数据进行精细化标注和数据预处理，这将耗费大量的人力物力。

（3）随着网络结构的增加，深度学习算法在训练和优化方面需要大量的数据和计算资源支持，这也是目前深度学习在地震学应用中受到限制的一个重要因素。深度学习通常需要多路并行的高性能图形处理单元，价格昂贵。科学家需要更好地利用现有资源，开发出更高效、更精确、更可靠的深度学习算法来解决这些问题。

展望未来，深度学习技术在地震监测预报领域将会得到更加广泛和深入的应用，产出更有实际价值的产品。但是，深度学习技术在地震监测预报领域仍处于初级阶段，尚存在许多函待解决的问题，需要进一步完善和优化。地震工作者还需继续研究和探索深度学习技术方法，更好地为地震监测预报工作服务，为社会服务。

评审专家和本文编辑提出了诸多建设性的指导建议，对稿件质量提升帮助很大，在此表示感谢。
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Abstract

This article provides an overview of deep learning methods and their application in earthquake monitoring and prediction. It introduces mainstream methods such as feedforward neural networks, convolutional neural networks, recurrent neural networks, Transformer networks, autoencoders, generative adversarial networks, and deep reinforcement learning networks. The article summarizes their application in phase picking, phase correlation, event detection, earthquake location, signal and event classification, and earthquake prediction. It also discusses the progress, advantages, challenges, and future directions of deep learning in this field. This summary serves as a valuable reference for applying deep learning in earthquake monitoring and prediction.
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