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樽海鞘算法优化支持向量机的RC柱抗侧移承载力预测[[1]](#footnote-0)\*
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摘要：现有钢筋混凝土（RC）柱抗侧移承载力预测模型缺乏泛化性能，延性柱抗弯承载力的预测模型不能用于非延性柱的抗剪承载力，反之亦然。机器学习（ML）方法能够解决这一问题，但由于无法自动剔除冗余和不相关特征，使得ML模型复杂度高且容易过拟合。为此，本文提出一种樽海鞘算法优化支持向量机（SSALS-SVM）的新方法，基于给定的数据集，SSALS-SVM能利用樽海鞘优化算法(SSA)自动剔除冗余和不相关的特征，筛选最具代表性且各特征之间相关性弱的特征子集形成最优特征组合，同时对控制模型非线性拟合能力的超参数进行优化。最终优化后的模型既能识别出影响延性和非延性RC柱抗侧移承载力的设计变量，又能反映最优特征组合与抗侧移承载力间的非线性映射关系。为了验证SSALS-SVM的泛化性能，基于248个RC柱抗侧移承载力试验数据，分别与现有的RC柱抗侧移承载力预测模型进行对比。结果表明，SSALS-SVM比现有预测模型的泛化性能最高提升了83%。
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0 引言

地震是危害性极高的自然灾害，在我国发生较为频繁（吴微微等，2023）。在地震发生时，强烈的地震会使建筑物的抗侧移承载力下降、轴向承载能力丧失、非弹性形变机制发生改变，最终导致建筑物倒塌。在钢筋混凝土（RC）框架结构中，RC柱主要承受竖向和横向荷载，是框架结构主要的抗侧力构件，其抗侧移承载力包括延性柱的抗弯承载力和非延性柱的抗剪承载力（Noroozieh，Mansouri，2019）。当柱发生破坏时，其失效模式分为三种：弯曲破坏、剪切破坏和弯剪破坏（于晓辉等，2022）。因此，准确预测RC柱的抗侧移承载力有助于优化RC框架的抗震设计。

对于RC柱抗侧移承载力预测，国内外许多学者开展了大量的研究工作（薛亦聪等，2020；张勤等，2014；甘丹等，2018；Pan，Li，2013）。在非延性柱抗剪承载力的预测方面，Priestley等（1994）提出了非延性柱抗剪承载力预测模型，所得结果与剪切破坏柱试验结果进行了比较，证明了该方法能准确预测非延性柱的抗剪承载力；邓明科等（2018）基于桁架-拱模型对混凝土加固RC柱进行受力分析，并推导出了抗剪承载力计算公式；Sezen和Moehle（2004）基于非延性柱的试验数据提出了一种新的柱抗剪承载力预测模型，并与现有的柱抗剪承载力预测模型进行对比，结果表明，模型的预测精度有所提高。数据驱动模型也被广泛运用于预测RC柱抗剪承载力（Luo，Paal，2021；Aval *et al*，2017；Ketabdari *et al*，2020）。例如，Kakavand等（2021）总结了现有基于力学计算公式中不同设计变量之间相互组合构成的输入变量，基于497个非延性RC柱试件构成的数据集，按照考虑和不考虑位移延性的情况分别对这些输入变量进行线性和非线性回归分析，构建了用于预测非延性RC柱抗剪承载力的数据驱动模型。在延性柱抗弯承载力的预测方面，常用的方法是矩形应力块法（Lee，Son，2000；Bae，Bayrak，2003），该方法需要估计两个参数*α*1和*β*1来构建矩形应力块。关于这些系数的计算，《结构混凝土建筑规范要求》（ACI 318-22）与Ozbakkaloglu和Saatcioglu（2004）的研究给出了计算方法。虽然上述计算方法已被证明具有较好的预测性能，但是这些预测方法都存在着一定的局限性，即预测延性柱抗弯承载力的模型不能用于预测非延性柱的抗剪承载力，反之亦然。

当前，机器学习（ML）方法如支持向量机等已被证实能够很好地解决上述问题，但其无法自动识别和剔除冗余与不相关特征，不能对数据集进行降维，这会增加模型的复杂度，容易导致最终形成的预测模型出现过拟合，进而影响模型的泛化性能。为此，许多研究学者在如何将特征选择与ML方法相结合的问题上开展了大量的研究工作（Guyon，Elisseeff，2003；Huang，Wang，2006）。Lin等（2008）将粒子群优化算法与支持向量机相结合，使得最终形成的分类模型预测精度优于网格搜索等方法。虽然上述已有研究工作成功地将特征选择与ML方法相结合，但它们均聚焦在分类问题方面，而在回归问题方面涉及较少。而且，RC柱抗侧移承载力预测模型的构建过程属于回归问题，导致已有方法无法直接运用。

鉴于以上研究结果，本文将樽海鞘优化算法（SSA）（Mirjalili *et al*，2017）与ML方法中的支持向量机（LS-SVM）（Suykens *et al*，2002）相结合，提出了樽海鞘算法优化支持向量机（SSALS-SVM）的新方法，其能自动分析各特征之间的相关性，去除相关性高以及冗余的特征，挑选出最具代表的特征变量组合，进而能降低模型的复杂度以防止模型出现过拟合，并能克服传统基于力学的计算公式和数据驱动方法在预测不同破坏柱抗侧移承载力泛化性能不足方面的问题。为了验证SSALS-SVM方法的泛化能力，本文收集了248个RC柱试件的试验数据，建立了一组包含延性和非延性RC柱抗侧移承载力的试验数据集。基于此数据集，分别与Priestley等（1994）、Sezen和Moehle（2004）、Kakavand等（2021）、《结构混凝土建筑规范要求》（ACI 318-22）以及Ozbakkaloglu和Saatcioglu（2004）提出的计算模型进行了对比。

1樽海鞘算法优化支持向量机的数学模型构建支持向量机(SVM)（Cortes,Vapnik，1995）是一种常用的监督学习方法，其数学模型是基于1范数的损失函数，这使得其训练过程需要求解复杂的二次规划问题。而LS-SVM在继承SVM优点的情况下，将二次损失函数引入SVM，并将不等式约束条件替换为等式约束条件，极大地提高了计算效率。给定一组数据集$\left\{\left(x\_{i},y\_{i}\right)\right\}\_{i}^{N},i=1,2,...,N$，其中$x\_{i}\in R^{n}$为解释变量，$y\_{i}\in R$为响应变量，LS-SVM通过将目标函数最小化来找出解释变量与响应变量之间存在的非线性映射关系。其数学模型为：

  (1)

式中：$e=[e\_{1},e\_{2},...,e\_{N}]^{T}\in R^{N}$为误差变量；$w=[w\_{1},w\_{2},...,w\_{ℎ}]\in R^{ℎ}$和$b\in R^{N}$通过使目标函数最小化得到；*γ* 为正则化参数；高维向量构建的矩阵$φ(x)=[φ(x\_{1}),φ(x\_{2}),...,φ(x\_{N})]^{T}\in R^{N×ℎ}$,其中$φ(⋅):$*Rn→Rh*表示从*n*维到具有*h*维的高维度希伯特空间的映射函数；响应或输出变量$y=[y\_{1},y\_{2},...,y\_{N}]^{T}\in R^{N}$。用拉格朗日乘子法将方程（1）的求解问题转换为对偶问题求解，并引进拉格朗日乘子，以构建拉格朗日函数：

 (2)

式中：$α=[α\_{1},α\_{2},...,α\_{N}]^{T}\in R^{N}$为拉格朗日乘子。利用Karush-Kuhn-Tucker(KKT)条件的最优性求解式（2），即分别求拉格朗日函数对$w,b,e\_{k},α\_{k}$的偏导数，可得：

  (3)

特征向量之间的内积在计算时较为复杂。为此，本文选用高斯核函数代替特征向量之间的内积，其计算模型如下：

  (4)

式中：*σ*2为核参数。LS-SVM模型的预测精度与两个超参数（*σ*2和*γ*）的取值息息相关，因此，本文引入樽海鞘优化算法(SSA)对其进行确定。此外，为了识别数据集中最能影响模型预测性能的解释变量组合(即最优特征组合)，本文构建了一个控制解释变量组合的参数*f*，并将其作为优化参数耦合进SSA中，与前述两个超参数同时进行优化，进而形成樽海鞘算法优化支持向量机(SSALS-SVM)的数学模型。具体过程如下所述：

首先，给定*f*、*σ*2和*γ* 的取值范围，随机生成*n*个（*f*,*σ*2,*γ*）组合，其数学模型为：

  (5)

式中：*f*为挑选的特征数目；***ub***为*f*、*σ*2和*γ* 的上界；***lb***为*f*、*σ*2和*γ* 的下界；*d*为参数的数目。根据随机生成的*f*数值，随机从数据集中选取*f*个解释变量进行组合，作为最优特征组合的候选者。此外，*σ*2和也需要同时进行优化，因此需要建立*f* +2个决策变量，具体形式见图1。



图1超参数和输入变量组合形式

Fig.1 Combination of hyperparameters and input variables

如图1所示，*Pf*为随机挑选的解释变量。将*σ*2、*γ* 以及*Pf*输入目标函数中进行评估。对于目标函数，其建立过程如下所示：

联立式（3）中的各方程式，消除方程式中的***w***和*ek*，化简可得：

  (6)

式中：$E=[1,1,...,1]\_{1×N}$；***I***为单位矩阵；***K***为核函数组成的核矩阵。

通过求解矩阵方程（6），可得模型参数***α***和*b*，进而可建立对偶空间下的预测模型，其表达式为：

  (7)

为了判断上述建立的*f*个解释变量是否为最优特征组合以及生成的*σ*2和*γ*值是否为最优参数，需要使用一种评估函数对通过方程（7）得到的结果进行评估。为此，本文采用均方误差(*MSE*)作为模型性能优劣的评估标准。其数学模型为：

  (8)

因此，目标函数由方程（7）和方程（8）组成:方程（7）对结果进行预测，方程（8）对预测结果进行评估。基于已建立的目标函数，对*n*个（*f*,*σ*2,*γ*）组合进行评估，并对比*n*个*MSE*的大小，取其最小值作为本次评估的最佳适应度，对应的（*f*,*σ*2,*γ*）组合作为当前最优位置*F*。

将*n*个（*f*,*σ*2,*γ*）组合前一半设定为领导者，后一半设定为跟随者。领导者的位置跟*F*相关。根据*F*，通过一次次位置更新，不断向其靠近，位置更新公式为：

  (9)

式中：$r\_{1}=2e^{−(\frac{4t}{T})^{2}}$；*t*表示当前迭代次数；*T*表示最大迭代次数；*r*3和*r*2是一个0~1的随机数，*r*3大于或小于0.5将决定领导者前进还是后退。跟随者的位置则与前一个个体位置相关，其数学模型为：

  (10)

对于更新后的领导者和跟随者，其位置可能会超出设定的范围，因此需要将其重新限制到规定范围内。此外，当领导者和跟随者位置迭代更新后，需重新对其进行评估：将更新后的（*f*,*σ*2,*γ*）组合重新代入方程（4）、（6）和（7）中计算其预测值$\hat{y}$，并通过方程(8)计算其*MSE*。将更新后的每个（*f*,*σ*2,*γ*）组合的*MSE*与当前最佳适应度进行比较，若更新后的（*f*,*σ*2,*γ*）适应度优于当前最佳适应度，则以*MSE*更优的（*f*,*σ*2,*γ*）组合作为*F*。

重复以上步骤，直到达到最大迭代次数或适应度达到最佳（*MSE*=0），输出当前的*F*作为最优（*f*,*σ*2,*γ*）组合，并输出最优特征组合(*P*1, …, *P*f)，进而可得到LS-SVM预测模型的最优形式。因此，从理论分析上看，本文提出的SSALS-SVM方法既能够优化模型的超参数*σ*2和*γ*，又能自动筛选数据中最能影响模型预测性能的解释变量***x***，形成最优特征组合(*P*1, …, *P*f)。



图2 樽海鞘算法优化支持向量机模型的构建过程

Fig.2 Implementation of the proposed SSALS-SVM model

给定一组数据集，图2描述了本文提出的SSALS-SVM的构建过程，其大致分为以下几个步骤：

（1）随机生成*n*个（*f*,*σ*2,*γ*）组合。

（2）将生成的*n*个（*f*,*σ*2,*γ*）组合输入目标函数中进行评估，以确定*F*。该过程需要将控制解释变量组合的参数*f*转化为*f*个解释变量构成的特征组合。

（3）更新领导者和跟随者的位置，并重新对更新后的（*f*,*σ*2,*γ*）组合进行评估。

（4）重复迭代，直到达到最佳适应度或最大迭代次数，输出最佳超参数组合和最优特征组合，进而得到最优LS-SVM模型。

2基于SSALS-SVM的RC柱抗侧移承载力预测

2.1 RC柱抗侧移承载力试验数据集建立

为了评估提出的SSALS-SVM方法对RC柱抗侧移承载力预测的准确性以及泛化能力，本文搜集了248个弯曲破坏柱(延性柱)、剪切和弯曲-剪切破坏柱(非延性柱)的试验数据集。数据集中包括194

表1 数据集中设计变量信息

Table 2 Information of design variables

|  |  |  |  |
| --- | --- | --- | --- |
| 设计变量 | 单位 | 平均值 | 标准差 |
| 混凝土抗压强度($f\_{c}^{'}$) | MPa | 51.49 | 29.10 |
| 箍筋屈服强度(*fyt*) | MPa | 487.38 | 223.93 |
| 箍筋极限强度(*fut*) | MPa | 651.86 | 225.82 |
| 角部纵筋屈服强度(*fcyl*) | MPa | 434.47 | 59.34 |
| 角部纵筋极限强度(*fcul*) | MPa | 643.70 | 98.90 |
| 中部纵筋屈服强度($f\_{iyl}$) | MPa | 434.02 | 60.97 |
| 中部纵筋极限强度(*fiul*) | MPa | 643.70 | 99.56 |
| 混凝土柱截面宽度(*b*) | mm | 289.47 | 118.72 |
| 混凝土柱截面高度(*h*) | mm | 312.36 | 116.22 |
| 混凝土柱等效悬臂长度(*L*) | mm | 1085.62 | 543.55 |
| 轴向荷载(*P*) | kN | 1233.79 | 1 351.8 |
| 角部纵筋直径(*dcl*) | mm | 17.24 | 5.27 |
| 中部纵筋直径(*dil*) | mm | 17.24 | 5.25 |
| 纵向钢筋数量(*n*) | --- | 9.12 | 3.99 |
| 平行于加载位置处混凝土保护层厚度(*cpa*) | mm | 24.62 | 10.45 |
| 平行于加载位置处中部纵筋数量(*npa*) | --- | 1.26 | 0.99 |
| 垂直于加载位置处混凝土保护层厚度(*cpe*) | mm | 25.27 | 10.45 |
| 垂直于加载位置处中部纵筋数量(*npe*) | --- | 1.26 | 1.10 |
| 纵向钢筋配筋率($ρ\_{l}$) | --- | 0.023 | 0.010 |
| 箍筋肢数($n\_{t}$) | --- | 3.000 | 0.929 |
| 箍筋直径($d\_{t}$) | mm | 7.88 | 2.65 |
| 箍筋数量($n\_{ℎs}$) | --- | 12.07 | 7.2 |
| 箍筋间距(*s*) | mm | 91.58 | 79.24 |
| 箍筋面积配筋率($ρ\_{t}$) | --- | 0.012 | 0.010 |
| 跨高比(*L*/*h*) | --- | 3.44 | 1.39 |
| 轴压比($P/(f\_{c}^{'}A\_{g})$  | --- | 0.26 | 0.19 |

个弯曲破坏柱、18个剪切破坏柱和36个弯曲-剪切破坏柱，具体信息见表1。表1包含数据集中具体的26个设计变量（输入变量），以及各设计变量的平均值与标准差。

2.2 RC柱设计变量的最优特征组合

本节的主要目的是剔除无关变量，识别出既能影响延性柱抗弯承载力又能影响非延性柱抗剪承载力的设计变量，进而提高预测模型的泛化性能。为此，本文设定SSALS-SVM模型中*f*的取值范围为[3，10]，这是因为过多或者过少的特征容易导致模型出现过拟合或欠拟合。将*σ*2和*γ* 的取值范围设置为[10-6，10]和[10-6，1000 00]，这是因为*σ*2的取值过大时，会导致高斯核函数性能下降，而*γ* 的取值越大，预测值与真实值的误差越小。此外，将*d*设置为3，种群规模设置为30，迭代次数设置为100。随机从26个设计变量中提取*f*个设计变量(*f*=3,4,…,10)组成数据集，对每一个*f*值，共执行10次设计变量的随机组合。为了确立设计变量的数量对柱抗侧移承载力影响的不确定性，本文将248个RC柱抗侧移承载力试验数据按7：3划分为训练集和测试集，训练集用于训练模型，测试集用于评定模型的预测性能。为了提高模型的预测精度，在训练模型的过程中采用十折交叉验证，即将训练集分为十等份，每次选取九份作为开发子集，剩余一份作为验证子集，并取十次训练过程的平均*MSE*作为此次优化的适应度。当达到最大迭代次数或最佳适应度时，输出最优特征组合及最优*σ*2和*γ*。基于输出的最优参数组合，重新建立SSALS-SVM模型，利用建立的SSALS-SVM模型预测测试集中柱的抗侧移承载力，并计算*R*2、*RMSE*和*MAE*，其计算公式如下：

  (11)

  (12)

  (13)

图3a、b、c分别为不同解释变量数目（*f*）下模型预测结果的*R*2、*RMSE*、*MAE*箱型图。该箱型图是在*f*值一定时，基于10次不同的设计变量组合得到的。其中，箱型图的四分位距离越长，说明上四分位数进而说明该*f*值下，无法建立最优特征组合。

表2不同设计变量组合对模型预测性能的影响

Table 3 Effect of different combinations of design variables on the predictive performance of the model.

|  |  |  |  |
| --- | --- | --- | --- |
| 特征数目 | *R*2 | *RMSE*/kN | *MAE*/kN |
| 3 | 0.885 | 64.549 | 42.705 |
| *4* | 0.922 | 50.330 | 29.092 |
| 5 | 0.937 | 45.828 | 27.870 |
| 6 | 0.874 | 63.743 | 31.081 |
| 7 | 0.947 | 42.492 | 25.102 |
| 8 | 0.917 | 51.602 | 28.671 |
| 9 | 0.936 | 45.250 | 27.847 |
| 10 | 0.9788 | 27.955 | 18.593 |

如图3所示，当*f*=3时，箱型图的四分位距离最长，甚至出现异常值。这说明*f*=3时，SSALS-SVM与下四分位数之间的差异越大，即不确定性越大，无法识别出柱设计变量的最优特征组合。随着*f*的取值变大，四分位距离逐渐缩小，即不确定性降低。而且，模型的整体预测性能也在上升。当*f*=10时，箱型图中*R*2的中位值和平均值达到最大，*RMSE*和*MAE*的中位值和平均值达到最小。此时，模型的整体预测性能达到最佳且不确定性最低。

表2为不同挑选数目对应的最佳特征组合的*R*2、*RMSE*和*MAE*，粗体值对应着表2中的最优值。其中，当挑选的特征数目为3时，模型性能较差，说明该数目下的特征组合不足以反映特征与响应变量之间的非线性关系。随着挑选特征数目的不断增加，当数目达到10时，模型性能达到最佳。因此，本文选取*f* =10时，箱型图中性能最佳所对应的设计变量组合作为最优特征组合。该组合包括轴向荷载、角部纵筋直径、中部纵筋直径、平行于加载位置处中部纵筋数量、箍筋肢数、箍筋直径、箍筋数量

、箍筋面积配筋率、跨高比和轴压比。



图3 筛选不同柱设计变量组合时SSALS-SVM模型的柱抗侧移承载力预测性能分析

Fig.3 The analysis of predictive performance for proposed SSALS-SVM model under different combinations of selected features

2.3 RC柱抗侧移承载力预测

为了充分评估SSALS-SVM模型的泛化性能，基于上一节筛选的最优特征组合，本文使用留一法交叉验证对数据集中柱的抗侧移承载力进行预测。留一法交叉验证是将248组柱试验数据划分248份，每次取1份作为测试集，剩下247份作为训练集，共执行248次计算。因此，通过使用留一法交叉验证，数据集中248个柱试件均作为测试集用于评估本文提出SSALS-SVM模型的泛化性能。使用留一法交叉验证预测的结果可根据柱破坏类型(即弯曲破坏,剪切破坏和弯曲-剪切破坏)进行划分，用于后续与传统基于力学的计算公式和数据驱动模型得到的结果进行对比。具体内容见第3节。

表3 RC柱抗弯和抗剪承载力计算模型

Table.1 Equations for predicting flexural and shear strength of RC columns

|  |  |  |
| --- | --- | --- |
| 模型 | 类型 | 模型 |
| Priestley等（1994），简称PR | 抗剪承载力 | $$V\_{n}=k\sqrt{f\_{c}^{'}}0.8A\_{g}+\frac{A\_{st}f\_{yt}D^{'}}{s}+\frac{ℎ−c}{2a}P$$其中，当$μ\leq 2$时，*k* = 0.29；当$μ\geq 4$时，*k* = 0.1；当$2\leq μ\leq 4$时，*k* = 0.48-0.095$μ$。 |
| Sezen和Moehle（2004）,简称SM | 抗剪承载力 | $$V\_{n}=\frac{0.4k\sqrt{f\_{c}^{'}}}{a/d}\sqrt{1+\frac{P}{0.5\sqrt{f\_{c}^{'}}A\_{g}}}A\_{g}+k\frac{A\_{st}f\_{yt}d}{s}$$其中，当$μ\leq 2$时，*k* = 1；当$2\leq μ\leq 6$时，*k* = 1.15-0.075$μ$；当$μ\geq 6$时，*k* = 0.7。 |
| AMR（2021） | 抗剪承载力 | $$V\_{max}=15000+0.44\sqrt{f\_{c}^{'}}bd\left(\frac{d}{a}\right)+0.17\frac{A\_{st}f\_{yt}d}{s}$$$$+0.037A\_{sl}f\_{yl}+54.9\frac{ℎ−c}{2a}P$$ |
| AMRK（2021） | 抗剪承载力 | $$V\_{max}=16800+0.46k\sqrt{f\_{c}^{'}}bd\left(\frac{d}{a}\right)+0.31k\frac{A\_{st}f\_{yt}d}{s}$$$$+0.032kA\_{sl}f\_{yl}+57.2k\frac{ℎ−c}{2a}P$$其中，当$μ\leq 2$时，*k* = 1；当$2\leq μ\leq 6$时，*k* = 1.1-0.05$μ$；当$μ\geq 6$时，*k* = 0.8。 |
| Ozbakkaloglu和Saatcioglu(2004)，简称OS | 抗弯承载力 | (1)$f\_{c}^{'}<30MPa时,α\_{1}=0.85,β\_{1}=0.85$(2)$f\_{c}^{'}\geq 30MPa时,α\_{1}=0.85−0.001\left(f\_{c}^{'}−30\right)\geq 0.72,β\_{1}=0.85$$$−0.002\left(f\_{c}^{'}−30\right)\geq 0.67$$ |
| ACI 318\_22（2014），简称ACI  | 抗弯承载力 | (1)$f\_{c}^{'}<30MPa时,α\_{1}=0.85,β\_{1}=0.85$(2)$f\_{c}^{'}\geq 30MPa时,α\_{1}=0.85,β\_{1}=0.85−0.008\left(f\_{c}^{'}−30\right)\geq 0.65$ |

注：$ A\_{g}$为混凝土柱截面面积；$A\_{st}$箍筋总截面面积；$D^{'}$为两侧箍筋外边缘之间的距离；*c*为中性轴深度；*a*为混凝土柱的剪跨长度；$A\_{sl}$为纵向钢筋总截面面积。

3 SSALS-SVM模型泛化性研究

3.1 SSALS-SVM模型与现有方法的对比分析

基于上一节留一法预测的结果，本节主要用其与传统基于力学的计算公式和数据驱动模型得到的预测结果进行对比分析。对应计算模型的具体数学公式见表3，其中“AMR”指不考虑位移延性时的数据驱动模型（Kakavand等，2021），“AMRK”指考虑位移延性时的数据驱动模型（Kakavand等，2021）。表4为不同模型预测结果的*R*2、*RMSE*、*MAE*值，其中粗体值表示结果的最优值，“综合”指的是将弯曲、剪切和弯曲-剪切破坏柱的预测结果合并(即延性柱的抗弯承载力和非延性柱的抗剪承载力)，用于量化模型的泛化性能。从表4和图4a中可知，ACI与OS模型预测性能较差。而数据驱动模型相比于这两种方法，预测性能有明显的提高。但SSALS-SVM模型的预测性能更加精确。从表4和图4中可知，相比于数据驱动模型，SSALS-SVM模型的*R*2最高提升了近28%，*RMSE*最高降低了近69%，*MAE*最高降低了近78%。对于非延性柱，SM模型预测性能优于PR模型，而数据驱动模型预测性能明显高于这两个模型，其能较好地区分RC柱在地震荷载作用下的破坏模式（Luo，Paal，2018）。但是SSALS-SVM模型相比于数据驱动模型，在预测抗剪承载力时依旧表现出高预测精度，相比于数据驱动模型，*R*2最高提升了近15%，*RMSE*最高降低了近53%，*MAE*最高降低了35%。

3.2 SSALS-SVM模型的泛化性能分析

图5a~c分别为轴压比、箍筋面积配筋率和跨高比在不同取值时对模型泛化性能的影响。其中，预测值与试验值比值越接近于1，表明模型预测越准确。从图5中可以看出，SSALS-SVM模型预测值与试验值比值绝大部分保持在1.0附近，这表明在本文所呈现的轴压比、箍筋面积配筋率和跨高比范围内，SSALS-SVM模型能够准确地预测延性和非延性柱的抗侧移承载力，具有较好的泛化性能。SSALS-SVM相比于其他模型，其泛化能力最高提升了近83%。

表4 各模型在不同破坏模式时的*R*2,*RMSE*,*MAE*值

Tab.4 R2, RMSE and MAE values for each model under different failure modes

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 模型 | 破坏类型 | *R*2 | *RMSE*/kN | *MAE*/kN |
| OS和PR | 弯曲 | 0.52 | 129.1 | 91.75 |
|  | 剪切 | 0.57 | 101.8 | 79.20 |
|  | 弯曲-剪切 | 0.37 | 89.86 | 60.79 |
|  | 综合 | 0.53 | 122.3 | 86.34 |
| ACI和SM | 弯曲 | 0.55 | 125.1 | 86.58 |
|  | 剪切 | 0.65 | 95.6 | 59.91 |
|  | 弯曲-剪切 | 0.35 | 91.7 | 127.83 |
|  | 综合 | 0.55 | 118.6 | 81.35 |
| AMR | 弯曲 | 0.75 | 92.6 | 63.04 |
|  | 剪切 | 0.86 | 58.5 | 41.48 |
|  | 弯曲-剪切 | 0.69 | 63.3 | 46.39 |
|  | 综合 | 0.76 | 86.8 | 59.06 |
| AMRK | 弯曲 | 0.78 | 86.8 | 54.94 |
|  | 剪切 | 0.84 | 62.6 | 43.93 |
|  | 弯曲-剪切 | 0.58 | 73.7 | 53.80 |
|  | 综合 | 0.78 | 83.4 | 53.97 |
| SSALS-SVM | 弯曲 | **0.97** | **28.5** | **16.64** |
|  | 剪切 | **0.97** | **29.3** | **21.79** |
|  | 弯曲-剪切 | **0.97** | **18.3** | **14.07** |
|  | 综合 | **0.97** | **27.3** | **16.64** |



图4 不同预测模型的性能分析

Fig.4 Performance analysis of different predictive models

 

图5 关键设计变量对SSALS-SVM模型泛化性能的影响

Fig.5 Influence of key design variables on the generalization performance of proposed SSALS-SVM model

4结论

本文提出了樽海鞘算法优化支持向量机(SSALS-SVM)的新方法，用于剔除冗余和不相关特征，选取最具代表性、各特征之间相关性弱的特征子集，形成最优特征子集，并解决传统基于力学的计算公式和数据驱动模型在预测RC柱抗侧移承载力时泛化性能不足的问题。基于248个RC柱试件抗侧移承载力试验数据，分别与传统基于力学的计算公式和数据驱动模型进行对比分析，验证了SSALS-SVM模型具有较好的泛化性能。得到以下主要结论：

（1）相比于传统机器学习方法，本文提出的SSALS-SVM方法能够自动识别并剔除数据集中包含的冗余和不相关特征，筛选出既能影响延性柱抗弯承载力又能影响非延性柱抗剪承载力的设计变量，降低了模型的复杂度。

（2）基于挑选的最优特征组合，与传统基于力学的计算公式和数据驱动模型对比，证明了本文提出的SSALS-SVM模型能够准确预测RC柱抗侧移承载力。相比于其他模型，其泛化能力最高提升了83%。

（3）分析了RC柱的轴压比、箍筋面积配筋率和跨高比对SSALS-SVM模型泛化性能的影响，结果表明在本文所呈现的轴压比、箍筋面积配筋率和跨高比范围内，SSALS-SVM模型具有较好的泛化性能。
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**Salp Swarm Algorithm-optimized Support Vector Machines For Lateral Strength Prediction of RC Columns**
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**Abstract**

The existing methods for predicting the lateral strength of RC columns lack generalization performance, where methods for predicting the flexural strength of ductile columns cannot be used to predict the shear strength of non-ductile columns, and vice versa. While current machine learning methods can solve this problem, they cannot automatically remove a large number of redundant and irrelevant features from the dataset, which in turn increases the complexity of the ML model and leads to overfitting. To this end, this paper proposes a new method called salp swarm algorithm-optimized least squares support vector machines (SSALS-SVM), which can remedy the aforementioned problems. Based on a given data set, SSALS-SVM can adopt the salp swarm algorithm (SSA) to automatically eliminate redundant and irrelevant features and select the most representative feature subset with weak correlation among features to form an optimal feature combination, while the hyperparameters governing the nonlinear fitting ability of LS-SVM are also optimized. In this way, the optimized prediction model can not only identify the design variables that influence the lateral strength of ductile and non-ductile columns, but also can reflect the nonlinear mapping relationship between the optimal feature combination and lateral strength of RC columns. The generalization performance of proposed SSALS-SVM for predicting the lateral strength of RC columns is verified by comparing with existing prediction models based on 248 experimental data of RC columns. Numerical results show that the generalization performance of proposed SSALS-SVM can be enhanced up to 83% higher than that of existing prediction models.

**Keywords:** reinforced concrete columns; lateral strength; support vector machines; salp swarm algorithm; feature selection
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